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Abstract

A particle code has been developed to study the distribution and acceleration of electrons in electric discharges in air.
The code can follow the evolution of a discharge from the initial stage of a single free electron in a background electric field
to the formation of an electron avalanche and its transition into a streamer. The code is in 2D axi-symmetric coordinates,
allowing quasi 3D simulations during the initial stages of streamer formation. This is important for realistic simulations of
problems where space charge fields are essential such as in streamer formation. The charged particles are followed in a
Cartesian mesh and the electric field is updated with Poisson’s equation from the charged particle densities. Collisional
processes between electrons and air molecules are simulated with a Monte Carlo technique, according to cross section
probabilities. The code also includes photoionisation processes of air molecules by photons emitted by excited constituents.
The paper describes the code and presents some results of streamer development at 70 km altitude in the mesosphere where
electrical discharges (sprites) are generated above severe thunderstorms and at �10 km relevant for lightning and thunder-
cloud electrification. The code is used to study acceleration of thermal seed electrons in streamers and to understand the
conditions under which electrons may reach energies in the runaway regime. This is the first study in air, with a particle
model with realistic spatial dependencies of the electrostatic field. It is shown that at 1 atm pressure the electric field must
exceed �7.5 times the breakdown field to observe runaway electrons in a constant electric field. This value is close to the
field where the electric force on an electron equals the maximum frictional force on an electron – found at �100 eV. It is
also found that this value is reached in a negative streamer tip at 10 km altitude when the background electric field equals
�3 times the breakdown field. At higher altitudes, the background electric field must be relatively larger to create a similar
field in a streamer tip because of increased influence of photoionisation. It is shown that the role of photoionization
increases with altitude and the effect is to decrease the space charge fields and increase the streamer propagation velocity.
Finally, effects of electrons in the runaway regime on negative streamer dynamics are presented. It is shown the energetic
electrons create enhanced ionization in front of negative streamers. The simulations suggest that the thermal runaway
mechanism may operate at lower altitudes and be associated with lightning and thundercloud electrification while the
mechanism is unlikely to be important in sprite generation at higher altitudes in the mesosphere.
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1. Introduction

Sprites are transient luminous flashes in the mesosphere at 50–90 km altitude above large thunderstorms [1].
Sprites are usually associated with positive cloud-to-ground lightning discharges (+CG) [2,3]. They are electric
discharges driven by the electric field in the mesosphere, established by the impulsive adjustments of the charge
configuration in the thundercloud below. Telescopic imaging has shown vertical filamentous structures of
sprites with diameters of 100 m or less [4–6], interpreted as streamers [7–9]. Streamers are filaments of ionised
air that can initiate from an electron avalanche when the electric field exceeds the threshold for breakdown
[10]. They occur when the space charge of the avalanche reaches a magnitude comparable to the background
electric field. Negative streamers propagate in the direction against the electric field (in the direction of electron
acceleration) and positive streamers along the field. Positive streamers require the presence of seed electrons
from background ionisation or photoionisation.

It has been suggested [11] that streamers may be a contributing source of X- and c-ray emissions observed
from spacecraft above thunderstorms, the so-called terrestrial c-ray flashes (TGF) [12]. TGFs are thought to
be bremsstrahlung from energetic (MeV) electrons accelerated in the atmosphere by thunderstorm electric
fields. X- and c-radiation is also observed in relation to normal cloud-to-ground (CG) lightning [13,43], within
thunderstorms [14], and in laboratory discharges [15]. The realisation that energetic electrons can be an inte-
gral part of electrical discharges is fairly recent. Since most simulation tools developed for studies of streamer
discharges are based on the fluid approach, they are not well suited to study the problem. For this reason a
particle code has been developed which allows for self-consistent calculation of the space charge fields and the
acceleration of electrons. The code is described in Section 2, and the validation of the code in Section 3, where
some results on streamer formation and propagation are compared with those of fluid models [16]. Section 4
contains a study on electron acceleration in streamers for different level of photoionisation. Section 5 contains
the conclusions.
2. The simulation code

2.1. The physical model

The model assumes cylinder symmetry and is given in cylindrical coordinates with the z-axis along the
background electric field. We consider a flow of electrons traveling through the atmosphere under the action
of the field. The electrons interact with the neutral gas through elastic and inelastic collisions that ionise and
excite atmospheric constituents and via attachment. The model describes the evolution in time of electrons and
their interactions with the atmospheric constituents. Ions are considered immobile on the short time scales
considered and are stationary at their location of creation. The neutral gas is considered weakly ionised such
that perturbations to the gas density and temperature are ignored. The electric charge and currents generated
in the discharge radiate electromagnetic fields. In the simulations we consider only the electric field and neglect
the action of a background magnetic field and induction fields. The electric field is then the main source of
non-linearity in the model.

The distribution function of the charged particle species is described mathematically by the Vlasov–Boltz-
mann equation [17]:
ofe

ot
þ vrrrfe þ vzrzfe þ

v2
h

r
rvr fe �

vrvh

r
rvhfe

� eEr

me

rvr fe �
eEz

me

rvz fe ¼ QeðfeÞ

ofi
ot
¼ QiðfeÞ

ð1Þ
Here e is the elementary charge, me is the mass of an electron,~v its speed and fa the distribution function of
species a (‘e’ for electrons and ‘i’ for ions). Qa are the Boltzmann collision terms that account for both elastic
and inelastic collisions. In the following the collisions will be described by their differential cross sections:
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rk(v, v, /). Where the k-index represents the type of collisional process, such as elastic, excitation, attachment
or ionisation. The v and / angles represent respectively the deviation angle and azimuthal angle from the ini-
tial velocity~v of magnitude v of a colliding particle.

The electric field consistent with the charge distribution is found from Poisson’s equation for the electric
potential U. In cylindrical coordinates it is given by:
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where na is the density of species a, defined by:
naðt; r; zÞ ¼
Z
vr ;vh;vz

faðt; r; z; vr; vh; vzÞdvr dvh dvz ð3Þ
The electric field is then found from the potential gradient.
2.2. The numerical code

The numerical approach is a 2D, axi-symmetrical, Particle-in-Cell (PIC), Monte Carlo collision (MCC)
code. Much of the presentation in the following on PIC-MCC refers to the works of Birdsall [18] and Nanbu
[17]. In a PIC code, particles move freely within a grid, with the fields given at fixed grid points.

The size of the simulation domain is Lr � Lz with Nr � Nz grid points at (Dr, Dz) intervals. As the number
of computer particles is limited by computer memory, each computer particle represents many real particles.
In terms of the particle distribution function of electrons fe, the computer particles are defined by the
expression:
2prfeðt; r; z; vr; vh; vzÞ ¼
X
p

wpdðr � rpðtÞÞdðz� zpðtÞÞdðvr � vrpðtÞÞdðvh � vhpðtÞÞdðvz � vzpðtÞÞ ð4Þ
where rp, zp, vrp, vhp, vzp are the spatial- and velocity components of the computer particles and wp their weight.
The evolution of the electron distribution function is found numerically by first advancing particles during

one incremental time step Dct under the action of the electric field to an intermediate distribution function f �e
that is a solution to the collisionless Boltzmann equation (the Vlasov equation), then by adding the contribu-
tion of the collisions during that time step to the solution. The magnitude of Dct in the code is determined by
the collisional processes. The self-consistent field is updated by solving the Poisson’s equation at time steps Dt

which in general are larger than Dct.
To find the distribution f �e for an incremental timestep Dct, the distribution function is first transported

along the characteristics of the Vlasov equation which are the particle trajectories. Solving the Vlasov equation
is then reduced to solving for the particle trajectories. This is done using the standard first order Euler method,
which determines the new positions and velocities of the computer particles. In order to avoid errors near the
cylinder axis, the scheme has been written in 3D Cartesian coordinates and projected to the 2D-cylindrical
ones [19].
2.3. The Monte Carlo collision scheme

Collisions are done with the Monte Carlo scheme from Nanbu [20] that is known to be efficient when the
number of different types of colliding processes Ncoll is large. A first order approximation of the integration of
the Boltzmann equation during t and t + Dct is given by:
feðt þ DctÞ ’ f �e ðt þ DctÞ þ DctQeðf �e ðt þ DctÞÞ ð5Þ
Using the particle approximation of the distribution function, approximating this integral corresponds to
changing the velocity of a particle p according the probability it has to collide during Dct. For an electron hav-
ing the velocity vp and for a small Dct, the probability the electron suffers a kth collision of integrated cross
section rk(vp) in a neutral gas of density nn is given by:
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Pk ¼ 1� expð�nnrkðvpÞvpDctÞ ’ nnrkðvpÞvpDct ð6Þ

The total probability to collide is then:
P ¼ nnrtotðvpÞvpDct ð7Þ

where rtot(vp) is the sum of all integrated cross sections rk(vp).

The probability of a collision can be visualised by considering a line of unit length, divided into Ncoll seg-
ments of equal length, each representing a collisional process. Each segment is further divided into two, with
the right segment representing the probability of collision (Pk) and the left the probability of no collisions (1/
Ncoll � Pk). The probabilities Pk to collide are then distributed on the right sides of all k-intervals. To decide if
a collision occurs and which collision number the electron suffers, we choose a random number U1. If U1 lies in
the right part of the kth interval, the electron suffers a kth type of collision. If U1 lies in one of the left parts of
the intervals, the electron does not collide.

One can note that this method induces a constraint on the choice of the time step Dct. Introducing the col-
lision frequency ck(vp) = nnrk(vp)vp, we must require that:
Dct < Dc
maxt ¼

1

N collcmax

ð8Þ
Where cmax is the maximal collision frequency ck(vp) for all velocity vp and collision processes k considered.
Furthermore, with our sets of cross sections, any timestep that fulfills the condition (8) also fulfills the Vahedi
and Surendra condition [21]:
8vp;Dct <
0:1

ctotðvpÞ
ð9Þ
that allows considering only one collision per time step. Here, ctot(vp) = nnrtot(vp)vp is the total collision
frequency.

2.4. The particle energies in the scattering processes

When the type of collision process is determined, if any, the scattering is performed by choosing the velocity
after collision. The incident energy of a particle, �in, is shared between the energy consumed in the process �co,
the energy of the scattered electron �sc and the energy of the secondary electron �ex, if it is an ionising process.
There are three types of collisions considered:

Elastic collisions:
�sc ¼ �in 1� 2me

M
ð1� cos vÞ

� �
In-elastic collisions or excitation:
�sc ¼ �in � �co
Ionisation:
�sc ¼ �in � �co � �ex
For elastic collisions energy is shared between the electron of mass me and the air molecule of mass M. For
inelastic collisions nitrogen or oxygen atoms are excited to energy levels �co. The code accounts for 48 of the
most common collision type (nitrogen: 1 elastic collision, 1 rotational excitation, 9 vibrational excitations, 14
electronic excitations and 3 impact ionisations; oxygen: 1 elastic collision, 1 attachment process, 1 rotational
excitation, 6 vibrational excitations, 6 electronic excitations and 5 impact ionisations). The associated scatter-
ing process k is determined by the random number U1. In an ionising collision, the energy is shared between
the primary and secondary electron according to Opal et al. [22]:
�ex ¼ B tan U 2atan
�in � �co

2B

� �� �
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where B is a shape parameter chosen to be 15.6 eV for nitrogen and 12.2 eV for oxygen, and U2 a random
number uniformly distributed in the interval [0, 1].
2.5. Cross sections and scattering angles

The cross sections come from the BOLSIG package [23]. The cross sections are extrapolated to high ener-
gies up to 100 keV using a first Born approximation [24] for the elastic cross sections and a Born-Bethe
approximation [25] for the inelastic cross section.

We consider two models of angular scattering of electron(s). In the first it is assumed that all collisions are
isotropic, which is a good assumption for low-energy electrons (eV). In this case, the longitudinal and azi-
muthal scattering angles (v, /) can be chosen from a pair of independent random numbers U3,4 uniformly dis-
tributed in the interval [0, 1] with v = acos(1 � 2U3) and / = 2p U4. This model is used for validation of the
code and for comparison with published work on fluid simulations in Section 3.3.

In the second model the scattering for collision is based on the screened Coulomb potential between elec-
trons and neutral atoms [26]:
rkð�; v;/Þ ¼ rkð�Þ
1

4p
1� 2n2ð�Þ

ð1� nð�Þ cosðvÞÞ2
ð10Þ
where n is a function of the energy � of the electron before the collision given by:
nð�Þ ¼ 0:065�þ 0:26
ffiffi
�
p

1þ 0:05�þ 0:2
ffiffi
�
p � 12

ffiffi
�
p

1þ 40
ffiffi
�
p ð11Þ
The scattering angles are here chosen randomly according to
v ¼ arccos 1� 2U 3ð1� nð�ÞÞ
1þ nð�Þð1� 2U 3Þ

� �
and / ¼ 2pU 4 ð12Þ
with U3 and U4 two random number uniformly distributed in [0, 1].
For anisotropic scattering, the elastic cross section rk needed in our MCC collision model is related to the

elastic momentum transfer cross section rm
k given in the BOLSIG package [23] by:
rm
k ð�Þ ¼ rkð�Þ

1� nð�Þ
2n2ð�Þ

ð1þ nð�ÞÞ ln 1þ nð�Þ
1� nð�Þ

� �
� 2nð�Þ

� �
ð13Þ
This anisotropic model is chosen because it gives good agreement with experimental measurements of both the
total elastic cross section and the momentum cross section for N2 [27,26]. It is used for studies of energetic
electrons accelerated in streamers described in Section 4.

2.6. Photoionisation

In order to reproduce the positive streamers in sprites, observed propagating downward in the atmosphere
during the action of an assumed downward-directed electric field, it is necessary to reproduce a source of elec-
trons in the region below the positive head. It is assumed that the dominant source is photoionisation rather
than background ionisation. The most common assumption on photoionisation in air is that nitrogen is
excited by energetic electrons in the streamer tip and that photons emitted by excited nitrogen ionise oxygen
in a region surrounding the streamer head. The photoelectrons initiate avalanches that feed the positive strea-
mer head and permit its downward propagation.

We adopt the photoionisation model of Zheleznyak et al. [28], where the emissivity of photons that lead to
ionisation of oxygen is assumed to be proportional to the nitrogen ionisation rate. The relative emissivity w* is
the number of oxygen photoionisations per impact ionisation:
w� ¼ p�c�g�
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where p* accounts for quenching effects on excited nitrogen, c* is the fraction of nitrogen ionisation events that
leads to radiation with energy sufficient to ionise oxygen, and g* the efficiency of those photons to ionise oxy-
gen. The coefficient c*g* is a function of E/p [28].

To reproduce this proportionality in our particle code, ionising photons are created if a random number
Up < w* for each computer particle that suffers an ionisation event. The number of created photons (Nph)
equals the number of electrons the computer particle represents (limited to 10,000). The wave frequency c
of the photons determines their mean free path. It is chosen randomly in the frequency interval [c1, c2] able
to ionise oxygen using a random number Uc such that c = c1 + Uc(c2 � c1). (c1 = 2.925 PHz and
c2 = 3.059 PHz). The mean free path of the photons before they create an ionisation event of oxygen [16]:
K f ¼ K1

K2

K1

� � c�c1
c2�c1

ð14Þ
where K1 ¼ 3:5PO2
m�1 and K2 ¼ 200PO2

m�1. Thus, for each photon an ion-electron pair is created at a dis-
tance dph chosen with a random number Ud such that:
dph ¼ �K�1
f lnUd
It is further assumed that the photons are emitted isotropically at angles determined by two random number
Uh and U/ such that:
hph ¼ 2pU h

/ph ¼ acosð2U/ � 1Þ
The ionisation pair will then be created at the position:
rph ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2
p þ 2dp cosðhpÞ sinð/pÞ þ d2

p sin2ð/pÞ
q

zph ¼ zp þ dp cosð/pÞ
The velocity of the electron and ion is chosen to be null and their weight is given by: ±wp/Nph.
The method can be seen as a Monte Carlo approximation of the integral commonly used in fluid simulation

given the photoionisation rate [28] at the point Xph:
of ph

ot
ðX phÞ ¼

Z
R3

Z
c

w�
of i

ot
ðX sÞ

K f exp �K fkX ph � X sk
� �

4pkX ph � X sk2ðc2 � c1Þ
dX s dc
where of i

ot ðX sÞ is the impact ionisation rate at the point Xs. The comparison of the method with an analytical
expression of the photoionisation rate is given in Section 3.2.

2.7. Poisson’s equation

To reduce the Poisson’s equation to a linear system, we use a first order finite element discretisation to solve
for the electric potential:
Uðr; zÞ ¼
X
i;j

/i;jvi;jðr; zÞ þ zjEvi;jðr; zÞ; ð15Þ
where vi,j is a piecewise linear function of each variable, taking the values 1 at (r, z) = (ri, zj) and 0 at all other
nodes. vi,j is given by:
vi;jðr; zÞ ¼
1� jr�rijDr

� �
1� jz�zjjDz

� � if ri � Dr 6 r 6 ri þ Dr

and zj � Dz 6 z 6 zj þ Dz

	
0 otherwise









The function vi,j is shown in Fig. 1.
~E is a constant, homogeneous background electric field of magnitude E, directed along the negative z-axis

(downward as in the mesosphere).



Fig. 1. The function vi,j.
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Using a variational formulation of Poisson equation (Eq. (2)), the coefficients /i,j are the solutions to the
linear system:
8i0; j0;
X
i;j

/i;j

Z
X
rrr;zvi;jðr; zÞrr;zvi0;j0 ðr; zÞdrdz ¼

Z
X
rqðr; zÞvi0;j0 ðr; zÞdrdz ¼ Ri0 ;j0 ð16Þ
The first integral is a matrix with constant coefficients determined by the grid and needs to be calculated only
once. The coefficients Ri0 ;j0 are found from the particles (see below). The linear system is solved using a LA-
PACK subroutine [29] based on the Choleski decomposition of the positive definite array.

When the potential on the grid is known, it is smoothed using a linear filter and then the electric field com-
ponents are given by:
Er
i;j ¼

/i�1;j � /iþ1;j

2Dr

Ez
i;j ¼

/i;j�1 � /i;jþ1

2Dz
� E

ð17Þ
2.8. The space charge density

To solve Poisson’s equation we need to find the second term of the linear system in Eq. (16):
Ri0;j0 ¼
e
�0

Z
r;z
rqðr; zÞvi0;j0 ðr; zÞdrdz ð18Þ
It follows from Eqs. (3) and (4) that the space charge density q has the form:
qðr; zÞ ¼
Z
vr ;vh;vz

X
p

wp

2pr
dðr � rpÞdðz� zpÞdðvr � vrpÞdðvh � vhpÞdðvz � vzpÞdvr dvh dvz ð19Þ
where we have assumed a negative weight wp for electrons and a positive one for ions. We obtain finally:
Ri0;j0 ¼
e
�0

X
p

wp

2p
vi0 ;j0 ðrp; zpÞ ð20Þ
When solving for the electric field the finite element formulation of Poisson’s equation avoids the calculation of
densities on grid nodes. The value of the electron densities at grid nodes are needed only for plotting purposes
where we use the corrected interpolation formulas given in [30] for the cylindrical particle weighting scheme.

2.9. The particle mover

In order to move the particles one needs the electric field at the particle position rp, zp. This is done using a
first order interpolation of the electric field values from the nearest nodes (i, j), (i, j + 1), (i + 1,j) and
(i + 1, j + 1):
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Erðrp; zpÞ ¼ Er
i;jvi;jðrp; zpÞ þ Er

i;jþ1vi;jþ1ðrp; zpÞ
þ Er

iþ1;jviþ1;jðrp; zpÞ þ Er
iþ1;jþ1viþ1;jþ1ðrp; zpÞ

Ezðrp; zpÞ ¼ Ez
i;jvi;jðrp; zpÞ þ Ez

i;jþ1vi;jþ1ðrp; zpÞ
þ Ez

iþ1;jviþ1;jðrp; zpÞ þ Ez
iþ1;jþ1viþ1;jþ1ðrp; zpÞ

ð21Þ
2.10. The resampling algorithm

The simulation of an electron avalanche and streamer formation implies an exponential increase of the
number of particles. In the simulations the number of computer particles are limited by resampling the particle
population. In [31,32] a global method is described where particles are removed randomly from the simulation
domain when the total particle number exceeds a limit. In this scheme, each particle has the same probability
of being removed. Here we chose instead a local method because of the nature of streamers with intense ioni-
sation regions in the streamer head. The strategy is to preferentially remove particles from cells that contain a
high number of particles.

The maximum number of particles in the simulation domain Nmax
G is determined by the capacity of the com-

puter. We can then define a maximum number of particles per cell i as:
Nmax
L ¼ Nmax

G =N sum
G log ð105 � 10Þ qi

qmax

þ 10

� �

where
N sum
G ¼

X
i

log ð105 � 10Þ qi

qmax

þ 10

� �
and qi the mean value of the electronic density at the corner nodes of the cell i. If the number of computer
particles exceeds Nmax

L in a cell, the particle number is reduced to 3Nmax
L =4 by merging pairs of particle.

Particles are merged by first choosing randomly a particle p1 in the cell and then locating the particle p2 that
is closest in velocity space. The two are merged creating a new particle p3 of weight wp3

¼ wp1
þ wp2

, with posi-
tion and velocity defined by the barycentric coordinates ðwp1

;wp2
Þ.

2.11. Initial- and boundary conditions

The simulations start with a plasma of equal numbers of electrons and ions at rest. The distribution func-
tions for the particles at t = 0 are then:
feð0; r; z; vr; vh; vzÞ ¼ fið0; r; z; vr; vh; vzÞ ¼ n0ðr; zÞdðvrÞdðvhÞdðvzÞ; ð22Þ

The particles are placed in a subregion of the simulation domain defined by ½Lp

rmL
p
rM � � ½Lp

zm; L
p
zM � at positions:
rp ¼ ðip �
1

2
ÞDp

r þ Lp
rm

zp ¼ ðjp �
1

2
ÞDp

z þ Lp
zm

ð23Þ
with ip ¼ 1 . . .Np
r , jp ¼ 1 . . .Np

z , Dp
r ¼ ðL

p
rM � Lp

rmÞ=Np
r and Dp

z ¼ ðL
p
zM � Lp

zmÞ=Np
z .

The weight of a computer particle wp is the number of real particles it represents. It can be found from the
initial conditions:
wp ¼ 2prpD
p
rD

p
z n

0ðrp; zpÞ ð24Þ

The density n0 at t = 0 is either constant (swarm parameter calculations) or a Gaussian (streamer simulations)
in the sub-domain. Ions and electrons are placed on top of each other in pairs such that the initial space charge
field is zero everywhere. Ion velocities and positions are not updated as ions are considered heavy and not
responding on the time scales considered by the code. Electrons that reach the boundaries are written off
(absorbing conditions).
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The initial condition for the electric field is the background electric field E (directed downward as in the
mesosphere). The initial value of the coefficients /i,j in Eq. (15) are therefore zero. During a simulation, the
potential is held constant at the top and bottom of the cylinder (z = 0, Lz), keeping the background electric
field constant (Dirichlet condition) and the radial electric field is held null at r = Lr (Neumann condition).
2.12. The main computational scheme

In the code, electrons are first advanced during a time Dt and then the electric field is updated from the new
ion and electron distributions. Then the cycle is repeated. The choice of time step Dt between two calculations
of the electric field is determined by a Courant–Friedrichs–Lewy (CFL) condition associated with the mean
electron velocity and the grid size. Dt is chosen to be 0:001Dz=vz, where vz is the mean electron velocity in
the background electric field E. This ensures that changes to the charge density distribution between electric
field updates are small and thus the stability of the simulation.

The time step for particle updates, Dct introduced earlier in Section 2.3, must be below Dc
maxt. If the electric

field times step Dt is below this limit fields and particles can be updated using the same time steps. If Dt is
larger than the limit of the particle updates, particles are updated Nsub times with a time step Dct < Dc

maxt
before updating the field. In this case the parameters are chosen such that Dt = NsubD

ct.
The code has been parallelised to take advantage of multiprocessor computers. The largest computational

load comes from updating the particles. The code is then parallelised by distributing particles between the pro-
cessors, so each processor updates a subset of particles. To do this, each processor must also have access to the
electric potential distribution which is passed to all processors after each electric field update. The main
scheme of the PIC-MCC code is presented in Fig. 2.

A typical run consists of:
Initial conditions.

– The initial electric field on the grid is loaded onto each computer.
– The initial computer particles are loaded and shared between the processors.

The main update cycle for the electric field (Dt).

– The cycle for the particles updated Nsub times.

– Each processor moves its particles the time step Dct.
– Each processor performs collisions during Dct according the Monte Carlo scheme.
Fig. 2. The PIC-MCC scheme.
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– Each processor recalculates the electron and ion densities according the new positions of the particles.
– One processor gathers and sums the densities from all processors and calculates the electric field from

Poisson’s equation.
– The processor distributes the updated field to all processors.

3. Code validation

All tests presented in this section are performed using the cross sections of the BOLSIG package [23] with
their assumption of isotropic scattering. The basic parameters, including the swarm parameters, related to the
drift of electrons through a gas in a constant, uniform electric field are first determined. The results are com-
pared to the results of the BOLSIG code [23], which is based on the two-term Legendre expansion solution of
the Boltzmann equation [33]. Independent validation of the particle weighting scheme and of the Poisson sol-
ver has also been done, but is not presented here. Then test runs of the photoionisation model is compared
with an analytical formula commonly used in fluid simulations [34,16,50,35]. Finally, a full simulation of strea-
mer formation in the mesosphere, is compared with recent fluid simulation [16].

3.1. Test without space charge fields

We first test the electron energy distribution in the presence of a constant background electric field. A cloud
of electrons is loaded into the simulation domain. The background electric field is specified to be E/
P = 300 Td, where P is the pressure of the neutral gas. The electric field is not updated from the space charge
fields, but remains constant. When steady state has been reached, the distribution function is reconstructed
from the particles and compared to the results of the BOLSIG code. The test is performed using the same
model for ionisation as in BOLSIG, i.e. the remaining energy after the collision �in � �co, is shared equally
between the energy of the scattered electron �sc and the energy of the secondary electron �ex. The result is
shown in Fig. 3. There is a good agreement between the codes except at the peak near 2 eV. The observed
discrepancy could be caused by the BOLSIG code being limited to a two-term Legendre approximation, how-
ever, a proper analysis of the discrepancy is beyond the scope of this article. Instead, the reader is referred to
Pitchford et al. [33] for comparisons between two-term and up to six-term approximations. Next, key swarm
parameters from the PIC-MCC and the BOLSIG codes are compared. The parameters are the mobility, l (the
ratio between the drift velocity and the field), the Townsend coefficient, a (the ratio between the ionisation
frequency and the drift velocity), the attachment coefficient, a (the ratio between the attachment frequency
Fig. 3. The normalised electron distribution function of electrons drifting in a reduced electric field of 300 Td. The BOLSIG code (dotted
line) and the PIC-MCC model (full line).
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and the drift velocity) and the mean electron energy, ��. The parameters are determined by following a cloud of
electrons drifting through a neutral gas for a range background electric field values.

The electron drift energy is found from the electron distribution function in energy ne(r, z, �):
��ðr; zÞ ¼
Z
�

�neðr; z; �Þd�
The drift velocity �vz along the electric field E = Ez is found from the electron distribution function:
vz ¼
Z
vr ;vh;vz

vzfeðt; r; z; vr; vh; vzÞdvr dvh dvz
The mobility is then defined as:
l ¼ vz
Ez
The Townsend coefficient is:
aðr; zÞ ¼ �ciðr; zÞ
vzðr; zÞ
where �ciðr; zÞ is the ionisation frequency:
�ciðr; zÞ ¼
Z
�

nn

ffiffiffiffiffiffiffi
2e�
me

s
rið�Þneðr; z; �Þd�
The attachment coefficient is defined in a similar way:
aðr; zÞ ¼ �caðr; zÞ
vzðr; zÞ
where ca is the attachment frequency. The parameters obtained for the two codes are shown in Fig. 4. The two
methods are generally in very good agreement. There are some discrepancies for high electric fields which
again could be caused by the two-term Legendre approximation of the BOLSIG code.

3.2. Test of the photoionisation model

The photoionisation model adopted in the particle code is compared with the analytical expression given in
[35] that gives the photoionisation rate Sph(r, z) at the point (r, z) as a function of the photon production rate
Iðrs; zsÞ ¼ w� of i

ot ðrs; zsÞ at the point (rs, zs). In cylindrical coordinates, it is:
Sphðr; zÞ ¼
Z

drs

Z
dzs

Iðrs; zsÞMphðr; rs; kz� zskÞdzs drs ð25Þ
with
Mphðr; rs; kz� zskÞ ¼
Z c2

c1

Z 2p

0

rsK f expð�K fRð/sÞÞ
4pR2ð/sÞðc2 � c1Þ

d/s dc
and Rð/sÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2
s þ r2 þ ðz� zsÞ2 � 2rrs cos /s

q
In the particle code the photoionisation model is tested by considering the effect of a single computer elec-

tron. Assuming the photon production rate at the location (rs, zs) is given by I(rs, zs) = d(rs � rS)d(zs � zS)/Dt,
from Eq. (25) the resulting photoionisation density after the arbitrary time step Dt is:
DtSphðr; zÞ ¼
Z
rs

Z
zs

DtIðrs; zsÞMphðr; rs; kz� zskÞ ¼ Mphðr; rS ; kz� zSkÞ
To calculate this photoionisation density in our particle code we place a single computer electron at the posi-
tion (rS, zS) with a weight wp = 2prS, and force this particle to undergo one ionizing collision during the time



Fig. 4. The swarm parameters for air (80% N2 and 20% O2) as functions of electric field calculated from the BOLSIG code (dotted line)
and the PIC-MCC code (markers).
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step Dt. We further force the relative emissivity w* to one and we fix the number of emitted photons to two
values: 104 and 5 � 106 to test the impact of limitations in the statistics of the photon representation. Finally
we calculate the photoionisation density after a time Dt. The results for the two values of the emitted photons
are presented in Figs. 5 and 6. The point source is located at rS = 15 m, zS = 100 m in air of density
1.61 � 1015 cm�3, corresponding to 70 km altitude.

As seen from the figures the general agreement between the methods is good. However, some differences are
introduced at long distances from the point source when the number of emitted computer photons is not able
to represent the analytical formulation. In the particle code a computer photons represents a real photon
except at high emissivities (high electron weight) where a limit of 104 computer photons is imposed and these
then represent many real photons. The large number of electrons being a source of photons in a streamer sim-
ulation tends to reduce the statistical noise.w
3.3. Comparison with fluid simulation

The results of streamer formation in the PIC-MCC code are now compared to the fluid simulations of Liu
and Pasko [16] of streamer propagation in the mesosphere at 70 km altitude where sprites are generated. Fol-
lowing Liu and Pasko [16], a streamer is initiated from a plasma cloud with peak density 5 � 1011 m�3 and
Gaussian spatial distribution with scale 3 m. The particles are loaded uniformly into a sub-region as described
earlier, with the weight of the particles following the Gaussian distribution. The air density is
1.61 � 1015 cm�3, corresponding to 70 km altitude and the air is assumed to be composed of 80% nitrogen
and 20% oxygen. At this altitude the threshold for breakdown, where the Townsend coefficient equals the
attachment coefficient, is Ek = 220 V m�1. Following [16], the background electric field is set to
E = 1.5Ek = 330 V m�1. In this background field l = 600 m2 V�1 s�1 and a � a = 0.73 m�1. These are given
locally and are updated at each time step of the electric field. The test run is performed using the same



Fig. 5. Comparison of photoelectron density from a point source located at rS = 15 m, zS = 100 m emitting a fixed number of computer
photons of 104 (left panel) and 5 � 106 (right panel). On each panel the result from the particle method is given for r < 0 whereas the
analytic expression of Mph is plotted for the r > 0. The background color of the particle model corresponds to zero density.

Fig. 6. Comparison of photoelectron density from a point source located at rS = 15 m, zS = 100 m emitting a fixed number of computer
photons of 104 (left panel) and 5 � 106 (right panel). The result from the particle method is plotted as full line and the analytical expression
Mph as dashed line.
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simulation parameters and the same cross sections as shown in the previous subsections for testing of the
swarm parameters but the ionisation model comes from Opal et al. referenced in Section 2.4.

The results are presented in Fig. 7. The electron density is shown on the top panels and the magnitude of the
electric field (the background and the space charge fields) on the bottom panels at three different times. The
background electric field is directed downward. A bipolar streamer is developing with the positive streamer
propagating in the downward direction and the negative streamer in the upward direction. The simulation
reproduces the main characteristics of streamer propagation and is in qualitative agreement with the results
of fluid simulation [16].

A quantitative comparison of the fluid and PIC-MCC simulations is shown in Fig. 8. The electron density
and electric fields on the axis of symmetry are shown at three different times. The top panel is the fluid code
electron density, the second panel is the PIC-MCC electron density, the third panel is the fluid electric field
magnitude, and the bottom panel is the PIC-MCC electric field. While there is good agreement between
the two simulations, there are also some differences: The propagation speed of the ionisation front of the posi-
tive streamer (propagating toward lower z-values) is smaller in the particle simulation than in the fluid simu-
lation, with the distance reached at 40 ls being lower by about 7.5%. The negative streamer velocity
(propagating toward higher z-values), on the other hand, is higher by about 7%. Comparing the electric fields



Fig. 7. Electron density (top) and electric field magnitude (bottom) at t = 10 ls, 25 ls and 40 ls for E = 1.5Ek.
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the peak values in the positive streamer tip is lower in the particle simulation by about 10% whereas the values
agree well in the negative streamer tip. There are potentially several sources of these discrepancies including
differences in the swarm parameters, the photoionisation model, numerical artificial diffusion or from the local
field approximation used in the fluid model. However, given that the two codes are based on different numer-
ical approaches, the results are considered in excellent agreement. The interested reader is referred to [36] for a
comparison of simulations in a 1D PIC model and a 1D fluid model and [16,34] for a discussion of the rep-
resentation of photoionisation. Finally, the influence of numerical errors in fluid simulations is described in
[37]. We add that the PIC-MCC model, while allowing studies of particle acceleration and their effect on strea-
mer dynamics, is noisy because of limitations on the number of particles that can be simulated. The rather
good comparison with fluid simulations shown here ensures that the influence of noise on the streamer forma-
tion and propagation is small.



Fig. 8. Simulations of streamer development in the mesosphere by a fluid code [16] and the particle code for E = 1.5Ek. (a) The on-axis
electron density in the fluid simulation and (a0) in PIC-MCC. (b) The on-axis electric field (directed toward the left) in the fluid simulation
and (b0) in PIC-MCC. Data are shown for t = 10 ls, 25 ls and 40 ls. The simulations are for the same initial plasma-, electric field- and
neutral atmosphere parameters.
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4. Energetic electrons and photoionisation in streamers

It has been suggested that the relativistic runaway electron electric discharge, operates in sprites [38]. This
mechanism assumes a population of energetic (relativistic) seed electrons at energies above ’100 keV created
by cosmic ray ionization of the atmosphere, which form an avalanche carried by energetic electrons. At these
energies the collisional cross sections of air decrease with energy until relativistic effects take over at energies
above a few MeV. The higher the electron energy in this energy range, the lower the frictional force exerted by
the air constituents on the electrons. This relativistic runaway electron discharge has a threshold electric field
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that is ’10 times smaller than the conventional threshold field and should therefore be triggered before the
conventional discharge, provided the needed high energy seed electrons are present.

The frictional force FD can be defined by:
Fig. 9.
acting
F Dð�Þ ¼ �
X
k

nnrkð�Þd�k ð26Þ
where d�k is the energy loss in a k collision.
The acceleration of an electron by the combined action of the frictional force and the force exerted by the

electric field FE = �eE is given by:
d�=dt ¼ v � FE þ v � FD ¼ vð�eE cos b� F DÞ ð27Þ

where b is the angle between the electric field and the velocity of the particle and e is the elementary charge
(positive). The smallest electric field required for acceleration of the electron is found when cos b = �1 which
is where the two forces are aligned but pointing in opposite directions. Here an electron gains energy when
FE > FD and loses energy when FE < FD.

Fig. 9 shows the frictional force corresponding to the cross sections of the PIC-MCC model and the force
from an electric field E = 3Ek acting on an electron. The forces cancel for two energies, �1 ’ 31.5 eV and
�2 ’ 1215 eV. For electrons with cos b = �1, the lower energy represents a stable equilibrium, where an elec-
tron with an energy � < �1 is accelerated and �2 > � > �1 is decelerated. A conventional discharge driven by ther-
mal electrons will have electrons with energies that’oscillates’ around the stable equilibrium �1. The higher
energy represents an unstable equilibrium, where an electron with � > �2 continue to be accelerated. This is
the runaway process. However, the threshold energy �2 is only a necessary condition for the runaway regime
since it assumes cos b = �1. A sufficient condition must consider angular scattering of electrons. Depending
on the scattering model, although an electron can satisfy the criterion at a given time, scattering will act to
reduce the action of the electric field such that an electron may loose energy and diffuse out of the runaway
regime again. The choice of the scattering model is therefore important in the runaway process (see for
instance [11]).

The threshold electric field for the relativistic runaway breakdown is seeded and carried by electrons with
energies well above �2. Theories predict about 10 times lower electric field threshold than for conventional
breakdown because the frictional force is small at these energies. As the quasi-electrostatic field in the meso-
sphere from a cloud-to-ground lightning discharge is thought to require extremely large lightning discharges
for triggering conventional breakdown, the relativistic runaway mechanism has been suggested to explain why
The frictional force in air composed of 80% nitrogen and 20% oxygen at atmospheric pressure. Also shown is the electric force
on an electron for E = 3Ek. The two forces are of equal magnitude at the energies �1 and �2.
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sprites in the mesosphere occur quite frequently anyway [39]. In addition, electric field values measured in the
stratosphere and mesosphere from balloons have not been observed to reach the conventional breakdown
field, but fit rather well with the maximum field strength predicted by the relativistic breakdown field [40].
Finally, a runaway electron electric discharge will produce a beam of relativistic electrons directed upward
and out of the atmosphere, which will produce Bremsstrahlung radiation. It has been suggested that the Ter-
restrial gamma-ray Flashes (TGFs) [38] observed from the Compton c-Ray Observatory (CGRO) satellite [41]
and the (RHESSI) satellite [12] are the result of this process.

The process of relativistic runaway electron breakdown has received considerable attention since the dis-
covery of TGFs. Observations of c-rays now come from laboratory sparks [42,15], from lightning [13,43],
and in rocket-triggered lightning [44–46] and are interpreted as Bremsstrahlung from relativistic electrons
accelerated in the discharge. Earlier observations from balloons in thunderstorms have shown a build-up of
X-ray emissions in the period preceding a lightning discharge after which the radiation disappears, suggesting
the production of energetic electrons with increasing electric field [14].

In [11], it is suggested that energetic electrons are produced also in conventional discharges primarily car-
ried by electrons with energies below �2. They studied the generation of runaway electrons from thermal
streamers using a 1D Monte Carlo model and an empirical 1D model of the electric field and the electron den-
sity through a streamer. Several models of electron scattering are compared and they obtain a significant pro-
duction of runaway electrons if the electric field in the negative streamer tip is of sufficient magnitude and the
scattering model for increasing electron energy tends rapidly toward the forward direction. For instance, a
streamer propagating in a background field of 3Ek is shown to produce energetic electrons in its negative
tip where the field is assumed to reach 10Ek. A probable scenario is then introduced suggesting that the strea-
mer region of lightning leaders could contribute to the production of X- and c-rays.

4.1. The electron distribution function in high electric fields

In the following we discuss further the question of acceleration of electrons in conventional streamers. First
we determine the distribution function of electrons in electric fields from 3Ek to 10Ek. To obtain the distribu-
tion function, we proceed as in Section 3.1, but with the anisotropic scattering model introduced Section 2.5
and the ionisation model from Opal et al. [22], introduced in Section 2.4. The results are presented in Fig. 10
for electrons drifting in air under 1 atm pressure in a field of 3Ek, 5.5Ek, 7.5Ek and 10Ek. The two lowest fields
correspond to �2 equal to 1215 eV and 371.2 eV. For the two highest fields, the force from the electric field is
always above the frictional force as defined for cos b = �1 and thus some electrons can in principle be accel-
erated to the runaway regime.
Fig. 10. The distribution function of electrons drifting in a field of 3Ek, 5.5Ek, 7.5Ek and 10Ek in air at 1 atm pressure composed of 80%
nitrogen and 20% oxygen at atmospheric pressure.
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For E = 3Ek and 5.5Ek, the maximum electron energy observed in the simulation are �80 eV and �175 eV
which are below the minimum runaway threshold �2. For E = 7.5Ek, a few runaway electrons are observed
compared to about 12 million computer particles of the simulation. For E = 10Ek many electrons are in
the runaway regime.

In the case of the two high electric field simulations, electrons are found with energies that are above even
the threshold field corresponding to E = 3Ek where �2 ’ 1215 eV. These results suggest that electrons can be
accelerated in the high field region of a streamer tip into the runaway regime of the lower field region in front
of the streamer. The first condition is that the streamer tip field is above the value corresponding to FE = FD or
to E ’ 7.5Ek for the atmosphere at 1 atm pressure. The second condition is that electrons travel enough time
in the enhanced field region to reach runaway energies. This is the self-acceleration of electron first introduced
by [47] and described in [11].

4.2. Effects of photoionisation

All streamer properties scale with altitude except the photoionisation due to an increased quenching with
decreasing altitude of those exited nitrogen states that lead to photoionisation of oxygen [7,16,48]. To discuss
the effect of photoionisation on streamer development and formation of runaway electrons, we present 3 self-
consistent simulations of streamer ignition in air with a background electric field of E = 3Ek, but with different
levels of photoionisation. Two simulations are with full photoionisation at air densities 1.61 � 1015 cm�3 and
8.5 � 1018 cm�3, corresponding to 70 km and 10 km altitude. The third simulation is without photoionisation
at 70 km altitude. The electric field threshold for conventional breakdown at these altitudes is 220 V m�1

(70 km) and 1170 kV m�1 (10 km). The simulation is performed with the scattering model presented in Section
2.5 [26] on the same mesh that is used in Section 3.3.

Figs. 11 and 12 show the evolution in time of the electron density and the electric field along the center axis
of the streamer during the initial stage of streamer formation. On the figures the densities and fields are scaled
to the common altitude of 70 km for easier comparison. Time and distance scale as �1/nair, where nair is the
atmospheric air density. The electron density scales as � n2

air and the electric field scales with the electric
Fig. 11. The evolution of the electron density for a streamer propagating in a background electric field E = 3Ek for a photoionisation level
corresponding to 70 km (top), 10 km (middle) and without photoionisation (bottom). The results corresponding to 10 km are rescaled to
the altitude of 70 km (see text).



Fig. 12. The evolution of the electric field for a streamer propagating in a background electric field E = 3Ek for a photoionisation level
corresponding to 70 km (top), 10 km (middle) and without photoionisation (bottom). The results corresponding to 10 km are rescaled to
the altitude of 70 km (see text).
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threshold field Ek which scales as �nair. The Fig. 14 present the density at the time of 4.9 ls, for the three test
cases.

From Figs. 11 and 12 it is clear that the streamer propagation speed increases with higher photoionisation
level and reaches its highest (scaled and unscaled) value at high altitudes. The field enhancement, however, is
smaller because the electron density gradients are progressively smaller in the streamer tip with stronger
photoionisation. The consequence of this is that at higher altitudes it becomes relatively more difficult to accel-
erate thermal electrons in streamer tips to energies that are in the runaway regime in the atmosphere surround-
ing the streamer. This point is further illustrated in Fig. 13 which shows the peak values of the electric field in
the negative streamer head and the maximum electron energy obtained in the three simulations. It shows that
at 10 km altitude, the field in the streamer tip with photoionisation included reaches E ’ 7.5Ek which is just
Fig. 13. The evolution of the peak electric field in the negative streamer head (left panel) and of the maximum electron energy (right panel)
for a streamer propagating in a background electric field E = 3Ek for a photoionisation level corresponding to 70 km, 10 km and without
photoionisation. The results corresponding to 10 km are rescaled to the altitude of 70 km (see text).
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marginal to create runaway electrons as shown in the previous section. At high altitudes, the field reaches
E ’ 5.5Ek which is too small to create runaway electrons. For the last test case, without photoionisation,
the field reaches values E ’ 10Ek, and runaway electrons are generated. We note at this point that photoion-
isation in moist air is reduced due to quenching on water molecules [49]. This will have the effect of increasing
the streamer tip field in thunderstorm clouds relative to the results of the model presented here for dry air. For
more details on photoionisation effects on streamer propagation one can refer to [50,16,48,51].

Fig. 14 shows the three streamers at t = 4.9 ls. The effects of photoionisation is seen to create an extended
region around the bipolar streamers which allows both the positive and the negative streamers to propagate
faster, but tends to reduce the gradients of the electric space charge fields at the streamer tips. The streamers
that include photoionisation show no sign of branching whereas the negative streamer without photoionisa-
tion shows early signs of branching. The effect of photoionisation on branching is discussed further in Refs.
[50,48], here we note that the branching is stimulated by energetic electrons traveling ahead of the streamer.
This will be explored further in the following subsection.

4.3. Effects of runaway electrons on streamers

To study runaway production and its effect on streamer development further a simulation was done with
the photoionisation turned off. The parameters of the simulation were the same as presented in the previous
subsection with E = 3Ek corresponding to �2 ’ 1215 eV. The electron density of the negative streamer is
shown in Fig. 15 for t = 6.5 ls (top left), t = 8.1 ls (top right), t = 9.7 ls (bottom left) and t = 11.3 ls (bottom
right). The plots are cylinder symmetric reflecting the code geometry. On the right part of each frame trajec-
tories of electrons with energies above the runaway threshold �2 ’ 1215 eV are shown as white curves for the
time corresponding to the preceding 1.6 ls.

High-energy electrons escaping the negative streamer head are creating ionization trails ahead of the strea-
mer and the trails modify the dynamics of the streamer head by inducing branching. Energetic electrons are
then likely to play a role in streamer development even in the case where photoionisation is included, provided
the field in the streamer tip is of sufficient magnitude to support acceleration of electrons into the runaway
regime as defined for the lower field region of the atmosphere surrounding the streamer. While this simulation
brings home the points of the underlying physics, it is worthwhile to note that one computer electron represent
many real electrons. In a real streamer it is expected that the region in front of the streamer will be ionized by a
Fig. 14. The electron density at t = 4.9 ls for a streamer propagating in a background electric field E = 3Ek for a photoionisation level
corresponding to 70 km (left), 10 km (middle) and without photoionisation (right). The results corresponding to 10 km are rescaled to the
altitude of 70 km (see text).



Fig. 15. The electron density at t = 6.5 ls (top left), t = 8.1 ls (top right), t = 9.7 ls (bottom left) and t = 11.3 ls (bottom right). The
parameters of the simulation were the same as presented in the previous subsection with E = 3Ek corresponding to �2 ’ 1215 eV.
Trajectories of electrons with energies above the runaway threshold are shown as white curves for the time corresponding to the preceding
1.6 ls (see text).
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multitude of electrons and that branching will be less pronounced. In some respect, runaway electrons then
resemble photons in their effect on ionizing the region surrounding a streamer, except runaway electrons
are more directional toward the propagation direction of the negative streamer.

5. Discussion

We have presented a 2D, axi-symmetrical particle code and applied it to the problem of streamer formation
in air in the presence of a homogeneous background electric field. The code is based on a standard Particle-in-
Cell plus Monte Carlo Collision method. It includes an algorithm for resampling of the electrons to maintain
their number below a maximum that can be handled by the computer system running the code. The code also
includes a model for ionisation by photons emitted from excited air constituents in the streamer tip. The code
has been validated without space charge fields, where single particle motion dominates, by comparing its
results with a Boltzmann code [23], and for large space charge fields, where collective effects dominate, by com-
paring streamer formation with simulations based on the drift diffusion model of a discharge [16].

The code allows the fields and the densities to develop self-consistently. In addition, as the code is in 2D
cylindrical geometry, the space charge fields and their spatial variations, have realistic spatial dependencies,
at least during the initial phase of streamer formation presented here, where the axi-symmetrical 2D geometry
mimics a full 3D representation. This point is crucial for studies of streamers where space charge fields dom-
inate the physics. Energisation of thermal electrons into the runaway regime has been studied for a range of
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background electric field values. For air, the requirement for production of runaway electrons drifting in a
constant background electric field is for the field to exceed ’7.5Ek. This level is close to the point where
the electric force on an electron exceeds the maximum value of the frictional force experienced by an electron
– found at �100 eV. It has also been shown that provided the field in the streamer tip is high enough, electrons
may escape the streamer tip region with energies in the runaway regime also in the lower field region of the
atmosphere surrounding the streamer, in the process creating ionization trails that modify streamer
development.

Photoionisation has been shown to increase streamer propagation speeds and decrease the electric field in
streamer tips. It has also been demonstrated that photoionisation plays an increasing role with increasing alti-
tude. The effect is that it becomes progressively harder to accelerate electrons into the runaway regime with
higher altitude. The conclusion is then that the process of thermal electron acceleration to the runaway regime
could play a role at the lower altitudes in connection with lightning and electrification of clouds whereas it is
unlikely in sprites in the mesosphere at 70 km altitude where unrealistically high background fields are needed.
Refs. [52,53] reported measurements of electric field in sprite streamer tips of 3Ek. For runaway electrons to be
generated here, the discharge must be ignited by electrons already in this regime and not by thermal electrons
considered in this paper.

X- and c-rays observed in thunderclouds [14], from lightning [13,43], and in laboratory sparks in air [15],
are then not necessarily a signature of a relativistic runaway discharge seeded and carried by runaway elec-
trons [54], but may be a conventional thermal discharge producing bursts of energetic electrons. These may
in turn develop into a relativistic runaway discharge provided the temporal and spatial variations of the back-
ground electric field permit this. This would be a case where a thermal discharge ignites a relativistic runaway
discharge.
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